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3. Data Processing

Several methods such as structure-from-motion (SfM) and multiview-stereo have been developed
to calibrate images in order to correct the geometrical deformations of the images, which are
generally of poorer quality than photogrammetry metric camera used on traditional manned airborne
platforms and then generate point clouds [26]. SfM methods require multiple overlapping images
and use feature-based image matching methods for image-to-image registration and 3D surface
construction [27]. High accuracy points cloud can be generated by using large image overlaps (80%
to 90%) and matching multiple images in each point [28–30]. Data processing of the UAV-derived
imagery was performed by Pix4Dmapper software. The camera used to capture the data was not a
GNSS enabled camera, thus the raw images did not contain geolocation information and required
georeferencing in addition to image calibration. The Trimble UX5 collected geotags for each image
during the flights. The geotags were matched to the images and the three flight blocks were combined
for georeferencing process due to the location of GCPs. Image calibration issues were found in large
areas of open water where selecting sufficient tie-points to reference the images was challenging
due to the homogenous appearance of the water surface. The uncalibrated images are shown as red
points (Figure 3a).
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There was considerable noise in the UAV-SFM point cloud (Figure 3b). The debris-filled floodwater
appeared as shadowed areas, meaning there were considerable artifacts with elevations higher
and lower than the actual water surface causing significant distortion when a DEM was generated.
This issue, coupled with high vegetation, made it challenging to ascertain the water surface elevation.
Furthermore, the automatic point cloud classification did not provide adequate feature resolution.
The Pix4D point cloud classification is based on machine learning techniques requiring training on
labeled data where both the geometry and the color information are used to assign the points of the
densified point cloud in one of the predefined groups (e.g., building, ground, vegetation, etc.) [31].

To improve the DEM quality, and remove the water artifacts, a post-processing method was
developed and performed. This method is based on a hydro flattening concept, assuming that the
surfaces of water (lakes and, in our case, flooded areas) are flat. This method improved the water
surface model by estimating a plane from the land/water interface in the point cloud, creating 3D
breaklines, and a conflation methodology to remove water artifacts. In order to develop and implement
the method and modify the point cloud classification as well as DEM, a smaller area was considered
(Figure 4). This area included a variety of features such as visible rooftops, trees/high vegetation
coverage, and open areas where the water/ground boundary was visible.
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A DEM was generated for the study area. The most complete and uncontaminated features in the
point cloud were structure roofs. The model was enhanced by the classification and noise removal
method (Figure 5). To evaluate the suitability of the UAV-based water surface and validate the results,
a comparison was made with a DEM, generated using the USGS Stream Level data and the LiDAR
data. For this, a data driven approach [8] was implemented to synthesize a DEM and derive the water
depths by intersecting a water mask of the observed flood event (USGS Stream Level data) with the
LiDAR-based DEM generated before the flood event. This DEM was taken as a benchmark for the
evaluation of quality of the UAV-based DEM results.
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A qualitative quality assessment was done by a visual comparison between DEMs to identify
problems such as discontinuities (Figure 5a,b). As expected, there are clear differences between the
two DEMs in dense vegetated areas in the study area. Terrain estimation under dense vegetation was
one of the most challenging issues in photogrammetry mapping, as the terrain was masked by the
high vegetation, thus the software was unable to create sufficient terrain points in these areas.

For quantitative assessment, the elevation difference between the two DEMs was calculated on
a pixel by pixel basis. For this, the UAV-based DEM that was originally computed at 3 cm (0.10 ft),
was down-sampled at 90 cm using a bilinear interpolation method in order to match the resolution of
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LiDAR-based models. The elevation difference between the DEMs (∆Zij) was calculated by subtracting
the UAV-based DEM (ZUAVij ) from the LiDAR-based DEM (ZLiDARij) at 90 cm resolution:

∆Zij = ZUAVij − ZLiDARij

The results (Figure 5c) show that generally the UAV-based water surface was higher than the
USGS Stream Level elevation. The mean difference was +27 cm (0.9 ft) with a standard deviation of
±15 cm (0.5 ft). As seen in Figure 5c, the surfaces were in better agreement in the northwest corner of
the study area (<30 cm difference). This area is characterized by many structures; contrasted with the
south and east areas where the study area was heavily wooded, where there was >30 cm difference
between the surfaces.

4. Discussion

The on-demand deployment and small form factor, while being a significant advantage of UAV,
also present considerable challenges. Environmental conditions during a flooding event, mainly the
wind, pose the primary difficulty. Other challenges include low-quality photogrammetry conditions,
camera calibration, point cloud classification, GCP availability, and processing time. Flight height,
camera pitch, and image overlap are key factors affecting the results including point cloud and
DEM. Photogrammetry best practices recommend that terrain mapping occur during the “leaf-off”
seasons (late fall through early spring). However, flooding can occur at any time. Consequently,
photogrammetrists must be prepared to handle imagery taken during “leaf on” conditions, which can
affect the surface reconstruction in several ways. First, the terrain is masked by the high vegetation,
thus the software is unable to create sufficient terrain points in these areas. Second, the high vegetation
must be classified and removed from terrain analysis. Finally, with the high vegetation points removed,
there are significant gaps in the point cloud, which make surface analysis challenging.

As mentioned earlier, SfM uses feature-based image matching for 3D reconstruction. Due to
the homogenous appearance of the water surface, it was very difficult to process water bodies as
there are insufficient tie-points to reference the images resulting in image calibration issues due to
the homogenous appearance of the water surface. Moreover, the debris-filled floodwater appeared as
shadowed areas causing significant distortion when a DEM was generated.

Currently, the greatest challenge in using UAV-based photogrammetry for terrain modeling is
point cloud classification. The automatic point cloud classification did not provide adequate feature
resolution. Therefore, a post-processing classification method was required to approximate the water
surface by creating 3D breaklines and a conflation methodology was required to remove water artifacts.

During the flood event, significant areas may be inaccessible and as a result unusable to place
GCPs. Insufficient or poorly placed GCPs limit the ability of the indirect georeferencing to position the
UAV-SFM point cloud within a spatial coordinate system. This then affects any calculations performed
based upon the models derived from the point cloud. Improvement in direct georeferencing methods
using dual frequency GNSS or multi-sensor system suggests that GCP-free UAV photogrammetry has
great potential in the future [32–35]. Other complications of inaccessible areas are adequate area for
take-off and landing of the UAV and pilot-in-command operating location.

Finally, many SfM applications are PC-based, which can limit the speed with which results are
obtained, as opposed to parallel and cluster computation. The processing time depends on the image
resolution, image content, overlap between images, chosen output resolution, and the computer used.
For this project, it required approximately 33 hours to process the DSM, DTM, and Orthomosaic
from the 1962 UAV images using, at 85% forward overlap and 80% side overlap, using Intel Xeon
3.7 Ghz processor, 16 GM RAM and NVIDIA Quadro GPU. Parallel and cluster computation can be an
alternative for processing large amounts of the data.

Employing best practices and pre-planning can mitigate many of these challenges. A first step is
to determine the purpose of the mission. By limiting the scope to one or two tasks, such as flood level
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determination in ungauged areas or aerial imagery based damage assessment, the spatial extent can
be minimized and processing tasks prioritized in order to provide results in a timely manner.

Second, it is important to maximize the quality of the photogrammetry. If the required output
is a 3D point cloud for flood level determination, seek open areas at the land/water interface that
include structures. This will reduce the interference by high vegetation and large water surfaces
and improve camera calibration. In addition, GCPs are required for indirect georeferencing methods
and must be visible in multiple images; therefore, the flight lines must extend beyond the GCPs.
The GCPs must be arranged to provide 3-axis orientation to the point cloud. As an alternative,
direct georeferencing may reduce or eliminate the need for GCPs. Finally, efforts should be made to
optimize the end and side overlap for the conditions and equipment used; too little overlap results
in poorly calibrated images and too much overlap results in excess processing time. While these
measures overcome many challenges, further development of point cloud classification algorithms,
water surface classification in particular, and direct georeferencing will greatly improve the quality
and speed of flood-assessment projects.

5. Conclusions

UAVs have been proven to be highly useful for mapping applications and have a great potential
for fast and accurate on-demand DEM production in flood-assessment applications. However,
there are failed image matching in low altitude image sets, because traditional processing methods
are not flexible enough for UAV data. This issue, coupled with the inability of selecting accurate
tie-points to reference the images in flooded areas, makes it challenging to create on-demand DEM
during a flooding event. This research investigated the DEM production of UAV data captured after
Hurricane Mathew in 2016 from a flood-prone area, the town of Princeville. An accuracy analysis
was performed by comparing UAV-derived DEM with an integrated LiDAR and USGS stream level
elevations. There is general agreement (less than 30 cm difference) between the models. More work
is required for UAV-based DEM creation for flood applications due to the extremely challenging
application requirements.
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